Integrals of x*”and x*” from0to 1
By Ng Tze Beng

The integral of the function x* from 0 to 1 does not have a closed form.
Likewise, the integral of the function x™ from 0 to 1 does not have a closed
form. They can be expressed as convergent series.

The function x*

Observe that x* is not defined at x = 0. For x > 0, we define x*via the

exponential function by x* =exp(xIn(x)) =e*"®. Now, using L' Hopital's Rule,
xIn(x), x>0,
0, x=0

lim xIn(x) = lim Inix) =lim o lim(-x)=0. Define f(x) :{

x—0" x—0" x—0" — = x—0"
X

on the

closed interval [0, 1]. Then fis continuous on [0, 1].

Note that f(x)<0 for xin [0, 1]. Moreover, f'(x)=In(x)+1 for x > 0. Hence,
f'(x)=0in (0, 1] if, and only if, x=e™. Therefore, f'(x)<0 for xe(0,e™) and
f'(x)>0 for xe(e™1]. Consequently, f(x) is decreasing on [0,e™] and
increasing on [e™,1]. Hence, the function f has an absolute minimum value of
—e' on [0, 1] and a maximum value of 0 at 0 and 1. Let g(x)=e"® for x €[0,1].

Then g(x) is a continuous function on [0, 1], since it is a composite of two
continuous functions. Thus, by x* for x €[0,1], we mean g(x). Hence, x*is

Riemann integrable on [0, 1] and jolxxdx =jolg(x)dx =Eef(x)dx. Note that
e“*) < g(x) <1 for x<[0,1].

We can use the power series expansion of the exponential function to express
g(x) too.

g(x) :1+i_(f(nx!))” .

n k
Let gn(x):1+2% for integer n>1. Then g,(x) converges pointwise to
k=1 -
g(x) on [0, 1].
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Moreover, |gn(x)|£1+2%£1+2%31+2%:e. This means that the
k=1 . k=1 . k=1 ™=

sequence of functions (g,(x)) is uniformly bounded on [0, 1]. Therefore, by the
Arzela's Dominated Convergence Theorem,



I:gn(X)dx =1+ ZH:I; (f E(X!))k dx —>I:9(X)dx .

We may also invoke the fact that the series 1+iw Is uniformly

convergent so that we can integrate the series term by term. Note that for all x
in [0, 1], (f(X))

L forn>1and 1+ Z— Is convergent. It follows by
n

n=1

Weierstrass M test that 1+i(]c (nxl)) is uniformly convergent on [0, 1] to the
n=1 .

function g. As ) ( )) Is Riemann integrable for all n > 1, we can integrate g(x)

term by term. Next, we consider the integral jo(f(x)) dx
The Integral [ (f(x) i

We clalmthatj (f(x)) dx= (-1 K1 1)k+1

j(f(x) ) dx = j (In(x))“ dx. Let u=—(k+1In(x). Then x=e** and
du
dx

=—(k +1); . Thus, applying a change of variable, we get

j(f(x) dx = j (In(x))" e (-1)* u*du

0
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e u*du .
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eu*du
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Now we claim that I, = [ "e*u*du=k!.

Note that 1 —j e udu—llmf e udu—llm[ e u] +I|mj edu
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—O+I|m[ e‘”] =1.
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Fork>1, 1, '[ e “ukdu_llmj eu*du =lim[ - e’“uk] +I|mk_[ e 'u*du

S—0 S—0 S—0

2



=—lime*s+kl, , =0+kl, , =kl , .

S—>0

It follows that 1, =kI,_, =k(k-1)I,_,=---=k!l,=k!. Following (1) we get,
1 k 1 R, k!
[ (F00) dx=(-1 WI u“du = (-1 T

Therefore,

jdex jg(x)dx jef(x)dx 1+Zj (f(x)) S kz(;( 1)* i 1)k+1-

Similarly,

o0

Ix‘xdx je‘f(x)dx 1+Zj (iGN f(x)) Z(k+1)k*1'

This completes the derivation of the stated integrals.

Indeed, if a function f(x) is Riemann integrable on the interval [a, b], then it is
bounded on [a, b] and the function e'® is Riemann integrable on [a, b]. We
may by the Arzela's Dominated Convergence Theorem, integrate e'™on [a, b]
by term-by-term integration on the series expansion of e'® =1+ i(f(n—xl))n since
the series is uniformly bounded by e" , where M =max{|f (x)|: xe[a,b]}. That s,

j:ef(x)dx J' (f(x)) dx

(x") 1
Using the same approach, we can show that J' x"dx = kZ;( 1" KD and
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